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ABSTRACT 

In order to address anticipated meteorological requirements of the future U.S. Army Objective Force (OF), the U.S. Army Research Laboratory is developing a high resolution tactical nowcasting system. This system is being designed to be operable at lower echelons below the centralized hubs, on Army systems such as the current Integrated Meteorological System (IMETS) and the future Distributed Common Ground System (DCGS-A). Critical to success will be the nowcast system’s ability to rapidly, frequently and accurately adjust existing high resolution numerical weather prediction (NWP) model gridded forecast fields to observed reality. The system will focus on domains and space/time resolutions on the order of mesogamma scale and finer, and will take maximum advantage of local in situ or remotely sensed meteorological (and even non-meteorological) observations taken in or near the battlefield space. These observations will likely be asynoptic, highly nonrepresentative, and nonconventional, with various ranges of instrumentation or retrieval error. Although being designed with the idea that the future OF battlefield may be data dense, the system will need to be flexible and robust enough to adapt to the opposite extreme when necessary.  Finally, to prepare for the netcentricity anticipated in the OF environment, a JavaSpaces computing environment has been developed to provide a process-independent shared-memory storage mechanism that facilitates loose-coupling of the various (physically dispersed in a network) nowcast components.    
1.0) Introduction
Since the end of the Cold War, the United States has seen a trend towards  asymmetrical global threats, a means for less capable military and economic adversaries to “even the playing field”. In response to these current and future threats, the Army has initiated a transformational effort, focused at modernizing into a lighter, more agile, and more lethal Objective Force (OF) which will maintain tactical superiority across the full spectrum of conflicts. The OF will be based on the concept of using battlefield informational superiority as a force multiplier, thus necessitating the requirement for netcentricity, and the need for developing advanced tactical data collection and fusion systems. The ground hardware centerpiece of the OF will be the Future Combat System (FCS),  which will consist of a myriad of manned and unmanned air and ground vehicles, sensors, and strike platforms connected through a common network. The goal of such a command, control, communications, computers, intelligence, surveillance, and reconnaissance (C4ISR) integrated network is to provide our friendly forces the ability to see first, understand first, act first, and finish decisively at all war levels: strategic, operational, and tactical. In such a system, a key opportunity exists to use locally collected meteorological information to gain a tactical advantage. This paper will discuss a prototype mesogamma scale (1-5 km horizontal resolution) nowcast system being designed by the U.S. Army Research Laboratory (ARL) , for potential use by Army systems such as the Integrated Meteorological System (IMETS) and/or the future Army Distributed Common Ground Station (DCGS-A). 

2.0) Nowcast Description
A.) Basic Concept
The prototype nowcast system is being designed to allow for rapid (perhaps 15 minute) updating of the local battlefield three-dimensional atmospheric state, and to take advantage of an increasing availability of meteorological sensor measurements in the tactical FCS environment. The system’s goal is to provide mesogamma scale resolution detail in both time and space, and is currently configured to produce 2.5 km horizontal grid spacing output. Having success will allow Army weather-based tactical decision aides with access to unprecedented high quality/high resolution meteorological data for input, in terms of both time and space, so that they may be able to take better advantage of increasing inherent sophistication.  It will also allow for the rapid “correction” of  forecast grids provided by a previously run Air Force Weather Agency (AFWA) mesoscale numerical weather prediction (NWP) model, whenever local observations are available to ingest, without consuming valuable bandwidth. To do so, a combination of prognostic modeling and analysis is being developed as a means of “fusing” local observations to produce a gridded and physically representative 3D atmospheric realization of the “now” state.
B.) Meteorological Modeling Components


The prototype nowcast system in development is composed of two primary meteorological components: The National Center of Atmospheric Research/ Pennsylvania State University Mesoscale Modeling System V (MM5) and a three-dimensional successive corrections objective analysis package (3DOBJ). The primary role of the MM5  (Grell et al, 1994) is to produce frequently-updated high resolution background fields for the 3DOBJ,  which in turn will produce fast local analyses on the order of every 15 minutes, fusing local sources of asynoptic battlefield meteorological data. 
Each main nowcast component will be responsible for a different-sized areal domain, although both will operate at the mesogamma scale resolution. The MM5 will be responsible for generating first-guess fields for a Brigade-size domain of 150 x 150 km (Figure 1). The prototype MM5 is a single nest, 61x61x31 configuration, running at 2.5 km horizontal resolution. Since only a single nest option is being used and the forecast domain area is small, it is important that the model is rerun frequently, that the forward time integration extent is limited (for computational considerations as well), and that high quality initial and lateral boundary condition data is used. 
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In an attempt to address these concerns, the following strategy has been developed. The problem of a NWP model “spinning up” mesoscale features and moisture fields is well known. However, it was determined for nowcast applications that each hourly MM5 cycle would cold start, using initial and lateral boundary conditions from the high resolution (15 km) operational AFWA MM5 model runs, which presumably contain well resolved mesoscale detail. The idea of warm starting (ie; using the previous MM5 run as next 1st guess) was considered, but it was feared that model error would rapidly grow in the single nest, small domain configuration. That is, in a relatively short time, errors introduced at the lateral boundary conditions could easily pass completely through the domain. For this same reason, it was decided to limit the forward integration extent to 3 h, probably adequate to provide sufficient 1st guess fields (with mesogamma scale features introduced) for the 3DOBJ analysis and yet small enough so that lateral boundary effects are not too damaging in most circumstances. 
Additionally, recently collected local observations will be assimilated into the MM5 to further reduce potential problems with spin up and lateral boundary condition errors. These observations will consist of both conventional (surface,

radiosondes, PIBALS) and nonconventional (sensors onboard Unmanned Aerial Vehicles (UAV), Unmanned Ground Vehicle (UGV) sensors, deployable meteorological towers, satellites, profilers, etc), and will be highly asynoptic and distributed asymmetrically. Two approaches are being considered for assimilating this observational data: 1) the observational nudging Four-Dimensional Data Assimilation (4DDA) methodology built into MM5, or 2) the recently developed MM5 3DVAR.  
The dynamic assimilation method of observational nudging (Stauffer and Seaman, 1990) is useful since it is able to “insert” observations directly into the model integration, at both the exact spatial and temporal location.  Because of this feature, it is well suited for handling asynoptic observations, as will be likely on the FCS battlefield, and for addressing issues such as radiosonde balloon drift. On the other hand, this approach does not guarantee a statistically optimal or physically constrained solution, and it is not routinely enabled to handle indirect observations such as satellite infrared and microwave channel radiances. However, there has been some research geared at investigating the use of adjoint equations for optimally determining nudging coefficients (Stauffer and Bao, 1993). 
A variational assimilation method, such as 3DVAR, is advantageous in that nonlinear observation operators can be easily included, facilitating the routine use of indirect observations. However, it does take a significant developmental effort in order to obtain the appropriate observation operators, adjoints, and error covariances. Fortunately, for many of the possible observation operators, this work has already been accomplished in the MM5 3DVAR system (Barker et. al, 2003).Unlike the observational nudging method, observations for 3DVAR are treated as if taken at a single collection time, thus techniques such as averaging and superobing are sometimes used. Finally, an issue with 3DVAR on the mesogamma scales has to do with choosing the appropriate dynamical/physical constraint, and much research is currently ongoing in this area. 
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It is felt that both approaches have appealing features as candidate assimilation front end methodologies for the MM5 component of the prototype Army nowcast system. One major consideration for tactical applications/operations at lower battlefield echelons has to be a balance of timeliness against accuracy. It is generally accepted that 3DVAR is a more physically-consistent and statistically optimal method to that of nudging 4DDA. On the other hand, for large domains, high resolutions, or a huge number of asynoptic observations, the nudging approach can offer a more computationally efficient solution and still yield competitive results to 3DVAR under many circumstances. The speed of 3DVAR depends greatly on its algorithmic framework (physical or observation space),  and the type of problem it is being used for. For the nowcast system being developed, 3DVAR will need to operate only for a small domain (150 x 150 km)  and with observations mostly supplied by surface sensors, radiosondes, PIBALS, dropsondes, UAV on-board sensors,  UGV sensors, profilers, and terrestrial fields via satellites (possibly satellite radiances, cloud track winds, and radar/lidar radial velocities in the future). For this problem, it would appear that computational issues encountered by operational center applications of 3DVAR may be less significant, due largely to the reduced AOI and associated matrix sizes. Thus, 3DVAR may be a viable method,  compared to observational nudging, for use in the nowcast system. Both methods are going to be examined in the next year as potential assimilation front ends to the MM5 modeling component of the nowcast system. Additionally, an intermittent update analysis (hourly) 3DVAR approach (3.5DVAR) will also be investigated. 
For the 15 minute cycling in the prototype nowcast system, a 3DOBJ will be run to fuse local and most recent direct observations (ie; not satellite radiances, for example) onto the high resolution first guess fields provided by the current hourly MM5/4DDA or MM5/3DVAR cycle. Full use of surface sensor observations (not always assimilated well, or at all, into NWP models) will be a major benefit of the 3DOBJ. The method developed for the prototype system is a univariate, two-pass successive corrections method, based on Barnes (1973). The scheme first executes a surface analysis, than an upper air analysis, and combines the two analyses using similarity theory profiles (Figures 2a,b,c). Under consideration is the possibility of blending the MM5 background fields to the previous cycle’s objective analysis fields, in order to produce new 1st guess fields that carry information forward from the prior cycle. Also, better ways of treating elevation effects in the scheme’s weighting are also being considered.  A potentially more sophisticated and accurate 3DOBJ, based on using a variational method for determining appropriate response functions for given irregular data distributions (to preserve input phase information) , is being considered in the near future (Askelson, 2003 ). 
Fields produced by the 3DOBJ will remain at a mesogamma scale resolution (1-3 km), and will stay “static” until the next analysis (no prognostic extension of the data). Also, the 3DOBJ cycling will be done for a much smaller area than the hourly MM5 cycling, on the order of 20 x 20 km (platoon-size).  For any given Brigade-size domain, there may be multiple 3DOBJ windows/regions executing.    
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In order to enhance the basic output fields provided by 3DOBJ, and to provide diagnostic parameters required for Army weather tactical decision and mission execution aides,  a post processing algorithm (Passner, 2003 ) is being developed to execute on the back-end of each 3DOBJ cycle. The entire postprocessed dataset will be written to a relational database residing on the local system (such as IMETS).  Examples of a few of the post processed parameters are shown in Figure 3.  Finally, for an enhanced surface wind analysis in the 3DOBJ AOI, a microscale diagnostic wind model (Ball and Johnson, 1978) called the High Resolution Wind (HRW) model will be coupled to the 3DOBJ lowest analysis level fields. The model will be able to take into account wind flow perturbations around and over surface terrain obstacles, just above the ground, at resolutions on the order of 100 m. An example of this “coupled” output is shown in Figure 4. For potential applications on soldier-held PDAs (Figure 5) , the 3DOBJ component by itself is being investigated, with the assumption that 1st guess model background fields can be acquired via the FCS network from an external source (such as IMETS).  





C.)   MetSpaces Environment Supporting Nowcast Components

 
The MetSpaces environment consists of a customized implementation of Sun Microsystems’ JavaSpaces networking technology.  The MetSpaces environment is a distributed computing environment that aims to resolve the challenges of coordinating, collecting and disseminating of the various types of data products generated by the federation of nowcast components and processes.   

Through a networked shared-memory environment, the various types of

nowcast components (data collection, dissemination, processing) can be loosely-coupled with one another through simplified data exchange mechanisms.  The primary intent of this environment is to shield sophisticated legacy systems by establishing an abstract interface through which they can automatically interact with prescribed data sets.  Furthermore, when new data sources and formats are available, simple adaptors can be developed to filter and deposit appropriate data sets that legacy systems can understand.  The MetSpaces environment has been developed to be flexible to support components of any type that operate in various types of computing platforms.  Components employing these mechanisms will include data from sensors, post/pre-processors, database services, legacy models, tactical decision aids, and visualization applications. Additionally, the MetSpaces provides a robust environment with mechanisms to support the diverse operational phases of the nowcast system. These mechanisms include a shared-memory repository for data exchange, shared distributed communications, and simplified distributed/parallel computing.   

The shared-memory mechanism can be used as a temporary or permanent database for data produced by various nowcast components.  Through this mechanism the data objects reside in the shared-memory space for a prescribed time lapse or until removed by a component/process.  This mechanism can also be viewed as a medium for exchanging data, consequently simplifying information sharing between components.  This data exchange mechanism also simplifies data acquisition from sensors or systems and improves their data dissemination.  A distributed communications mechanism is also facilitated by the MetSpaces environment, and this mechanism can be used to define workflow operations between independent computing processes.  In our nowcast system this mechanism is often necessary where the output from one model becomes the input to other models.  Basically, this mechanism helps us to automatically coordinate the execution sequence of various computing models and processes.

The MetSpaces environment can also be used to simplify parallel/distributed computing tasks.  With MetSpaces, a simple but extremely useful mechanism can be established to create a distributed compute server based on the master-worker pattern.  The master-worker pattern lends itself extremely well for distributing the computational burden of a “master” process amongst any number of replicated worker processes.  Worker processes can be generic and distributed amongst any number of nodes in a networked environment.

In summary, MetSpaces provides a practical solution that will facilitate and improve management of the various types of data manipulations required to effectively produce nowcast products.   In particular, MetSpaces expects to improve three important facets of nowcast data manipulations:   data acquisition, data dissemination, and data processing.   By employing the MetSpaces environment we expect to mitigate the costly and perilous harms associated with upgrading complicated legacy weather forecasting models.  

3.0) Summary
The U.S. Army Research Laboratory is in the early stages of developing a meso-micro scale nowcast system which will be heavily focused on the meteorology of the lower atmospheric planetary boundary layer. The system will be comprised of two major meteorological components: a NWP model with 4DDA or 3DVAR that can be run up to hourly for brigade-size (150 x 150 km) domains, and a computationally fast objective analysis module that can fuse and update existing NWP background fields with local observations very frequently (every 15 minutes) for smaller platoon-size (20 x 20 km) domains. The objective analysis output will also be run through a post processing module, in addition to serving as input into a higher resolution (microscale) diagnostic surface wind model. Both the NWP model and the objective analysis will operate on the mesogamma scale resolution, and the initial focus will be on assimilating conventional (and some nonconventional) observation sources such as surface, radiosonde, PIBAL, single-level reports from onboard tactical UAV sensors, dropsondes, wind profilers, UGV sensors, and satellite-derived terrestrial fields. Additionally, the objective analysis component will be highly dependent upon surface observations. In the future, more nonconventional observational data types such as satellite cloud-tracked winds, GPS moisture profiles, satellite-derived infrared and microwave radiances, and even radar or lidar radial velocity winds may be assimilated into the system. Improved objective analysis methods that better take into account  irregular or nonuniform data distribution and complex terrain will also be investigated. 

The system is being designed so that it may be operated in real-time at Army echelons very near to the front, on computer hardware as basic as a high-end single-processor Personal Computer or UNIX workstation. Finally, although this system will need to be able to operate in the current “data restricted” battlefield environment, its primary design is predicated upon the Army’s evolution into a netcentric, data rich FCS environment. To facilitate smooth operations in such a data and network rich environment, technology based on Javaspaces is being developed to support the core nowcast system components and data input/output requirements.     
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Figure � SEQ Figure \* ARABIC �1�. Conceptual Army Nowcast





Figure � SEQ Figure \* ARABIC �2�a. NWP  model background surface wind field (WSMR, NM )





Figure 2c. 3DOBJ surface wind field (WSMR, NM)





Figure 2b. Surface mesonet wind observations (WSMR, NM)





Figure � SEQ Figure \* ARABIC �3�. Postprocessed parameters





Figure 4a. NWP  57.5 km domain (2.5 km res) grid; Ft. Benning, GA, Aug. 2000





Figure 4b. HRW 1.4 km domain (100 m res) grid; Ft. Benning, GA.,  Aug. 2000





Figure 5. PDA applications





      Figure 6. Metspaces Environment








