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ABSTRACT

The Coast Guard (CG) research and development center (R&DC) selected the Advanced Refractive Effects Prediction System (AREPS) and Target Acquisition Weapons Software (TAWS) tactical decision aids (TDA) to produce predictions of sensor performance.  The AREPS TDA models radar, and the TAWS TDA models infrared (IR) and night vision (NV) sensor performance.  These TDAs were developed for the Department of Defense (DoD) and they do not include all CG sensors.  In addition, the baseline TDA outputs do not exactly meet some requirements of CG users.  Most required sensor parameter values can be obtained from original equipment manufacturers (OEMs) or technical manuals.  However, IR sensors require both minimum detectable temperature (MDT) and minimum resolvable temperature (MRT).  MDT is not normally measured by OEMs; therefore, a process was developed to derive MDT data from MRT measurements.  Baseline AREPS and TAWS outputs provide the DoD user with ranges where detection, classification, or identification should occur at some level of probability.  The CG user while sharing the DoD users’ focus also requires knowledge of sweep width (W).  Determination of W requires development of a graph referred to as a lateral range curve (LRC) that plots probability of detection (POD) as a function of the closest point of approach range between sensor and target.  W is the area under the lateral range curve.  Through the creation/use of area distribution plots, techniques were developed to create this graph from TAWS and AREPS sensor prediction outputs.  Comparison of CG field test results with results predicted by the models validated these techniques.
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	Advanced Refractive Effects Prediction System

	Avg
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	C
	Coverage factor
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	CA
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	Lateral range curve
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	MDT
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	TAWS
	Target Acquisition Weapons System

	TDA
	Tactical decision aid

	TPL
	Target path length

	TV
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Development of Tactical Decision Aid (TDA) Products
to Support USCG Users

The Coast Guard (CG) employs an ever-growing variety of sensors to perform its many operational missions.  These sensors include the human eye, electro-optical cameras, infrared imagers, several types of radar, and image intensification (night vision) devices.  Mission planners and operational platforms require accurate predictions of sensor detection, classification, and identification performance in order to employ these expensive resources in a cost-effective manner.  Similarly, mission modelers and acquisition managers require accurate sensor performance predictions to evaluate improved mission tactics, concepts of operations (CONOPS), and command, control, communications, computers, intelligence, surveillance, and reconnaissance (C4ISR) return on investment for resource and capital investment decision support.

The Coast Guard requires sensor performance information for many types of targets and operational environments that are not normally of interest to Department of Defense (DoD) services.   Operational Coast Guard forces require sensor performance estimates to determine sweep width (W) that when combined with track spacing provides the CG user with a measure of search quality called coverage.  

W is a mathematically expressed measure of detection capability based on target characteristics, weather, and other variables. Determination of W requires development of a graph, referred to as a lateral range curve (LRC), of probability of detection (POD) as a function of the closest point of approach range between sensor and target.  W equals the area under the lateral range curve and represents a value less than the maximum detection range such that scattered targets that may be detected beyond W are equal in number to those that may be missed within W.  This concept is expressed graphically in Figure 1. 
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Figure 1.  Probability of Detection / Sweep Width

Coverage factor (C) is a measure of search effectiveness or quality.

C depends on the relation between sweep width (W) and track spacing (S), and is expressed as
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Figure 2 demonstrates the difference between a C of 1.0 and a C of 0.5. In the case of

inland searches, the probability of detection varies according to the changing terrain and

vegetation within a given search area.  The methodology for deriving W described in this document pertains only to open water searches, which are the arenas for CG operations.
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Figure 2.  Coverage Factor

Operational Coast Guard forces have recognized that existing sensor performance estimates, currently composed almost exclusively of sweep width (W) tables in the National Search and Rescue (SAR) Manual are outdated and not relevant to many Coast Guard missions and sensors.  This information shortage has resulted in repeated requests to the Research and Development Center (R&DC) from CG managers for “new sweep width tests.”  While some representative performance data can be collected at sea, it is far too expensive to obtain and analyze all required data this way.

The R&DC, following a study to define and address CG user needs, determined that the DoD Advanced Refractive Effects Prediction System (AREPS) and Target Acquisition Weapons Software (TAWS) applications offered the best available means of addressing CG sensor performance prediction requirements.  These applications incorporate models to provide performance prediction results for radar, infrared (IR), and night vision (NV) sensors.  The TAWS application is scheduled for modification to provide predictions for TV sensors later in calendar year 2003.  No model was found that could provide suitable performance predictions for the human eye.

Both AREPS and TAWS require environment, sensor, and target data to produce predictions of sensor performance.  A unique CG sensor, target, and environment data set was developed, formatted, and inputted to the tactical decision aids (TDAs).     Target data were developed using proprietary computer applications.  Environmental data were developed using climatologic information from the Air Force Combat Climatologic Command.  Sensor data were obtained from original equipment manufacturers (OEMs), technical manuals, or government laboratories (see appendix A, Radar Sensor Input Data (AREPS); appendix B, IR Sensor Input Data (TAWS); appendix C, NV Sensor Input Data (TAWS)).  Most sensor data were readily obtained; however, IR sensors require both minimum detectable temperature (MDT) and minimum resolvable temperature (MRT) data.  Neither OEMs nor government laboratories normally measure MDT; therefore, a process was developed to derive MDT data from MRT measurements.   

Implementation of this unique data set provided a means for AREPS and TAWS to provide predictions to the CG user; however, additional development work was needed to meet CG requirements.  The baseline AREPS and TAWS outputs provide the DoD user with a range where detection, classification, or identification can occur at some level of probability.  The CG user, while benefiting from these outputs, also requires knowledge of sweep width (W).  Through the creation/use of area distribution plots, techniques were developed to create lateral range curves and compute W from the TAWS and AREPS sensor prediction models.  Comparing CG field test results with results predicted by the models validated these techniques. 

This paper first discusses the techniques and procedures created to derive MDT data for IR sensors when only measured MRT data are available.  Next, the paper addresses the techniques and procedures used to develop lateral range curves from TAWS and AREPS outputs thereby providing the means to determine sweep width (W).  
Derivation of MDT for IR Sensors When Only MRT Data Available

The methodology to derive MDT values for IR sensors when only MRT data are available was developed by Dr. Goroch (Naval Research Laboratory, Monterey, CA) and Dr. Holmberg (Anteon Corporation, Mystic, CT).  This methodology enables the creation of infrared sensor input files for TAWS when not all sensor input parameters are available.  Appendix B contains a list of TAWS IR sensor input parameters.  The approach fits existing laboratory experimental data for the IR sensor of interest to an IR sensor performance prediction program called FLIR92.  FLIR92 is a Fortran computer program that predicts noise equivalent temperature (NET) difference, MRT, and MDT for thermal imaging systems.  This program was developed by the Army Night Vision Electro-optical Sensors Directorate (NVESD), formerly (and still) known as the Night Vision Laboratory (NVL).  Using the fit parameters together with FLIR92, other figures of merit for that field of view and other fields of view can be predicted for the sensor of interest.  This approach provides traceability from sensor experimental data to TAWS input data.

To model the performance of an IR electro-optic (EO) sensor, TAWS requires the creation of two kinds of files with specified formats that are placed in a sensor folder for use by the program.  For each IR sensor field of view, the user must supply the minimum resolvable temperature (MRT) difference and minimum detectable temperature (MDT) difference versus spatial frequency as input data.  Spatial frequency measures the frequency per unit angle of a repeating pattern of bars and spaces.  Spatial frequency is measured in cycles per milliradian, where one cycle is a bar and a space.

MRT measures the temperature difference between the bars and spaces of a four-bar spatial frequency target that a sensor operator needs in order to just detect the four-bar target.  The bars and spaces for the standard infrared four-bar target have a 7:1 aspect ratio so that the bar pattern fits within a square.  Modern infrared sensors incorporate a focal plane array detector made up of individual sensing elements called pixels.  When the target is at a distance such that the bars and spaces fall on adjacent pixels, the spatial frequency for that distance is called the Nyquist frequency.  If the four-bar target is moved farther away or made smaller, the detector is no longer able to reliably sense all four bars and aliasing can occur.  Aliasing is the false display of lower frequencies when a periodic structure, like a picket fence, is undersampled by an imaging system.  An example of aliasing is the moire pattern that sometimes appears when the closely spaced pattern on a necktie is displayed on your television.  Therefore, the MRT versus spatial frequency (MRT curve) must be terminated at or slightly above the Nyquist spatial frequency.

However, some targets have hot spots that can be detected by a single pixel or a group of adjacent pixels.  To take this situation into account, MDT can be measured for the sensor.  MDT is the minimum temperature difference required between a square target and its background for an operator to just detect the presence of the target.   Unfortunately, while MRT is usually measured for sensors of interest, MDT is almost never measured.  However, it is possible to predict MDT by using FLIR92, the sensor performance prediction tool.  Given physical, optical, and noise properties of a thermal imaging system, the program calculates a modulation transform for the system and uses noise inputs and assumed properties of the human visual system to calculate output parameters. 
The process developed by Dr. Goroch and Dr. Holmberg fits an experimental (laboratory derived) MRT curve for a sensor by varying the input parameters, and then using the MDT output of FLIR92 to predict the MDT curve required by TAWS.  Once this procedure is performed for one field of view, the derived fit parameters, together with FLIR92, can be used to predict sensor MRT and MDT for other fields of view.

The NVL infrared models take into account the characteristics of the system optics, sensor noise, spatial frequency sensitivity of the eye, display luminance, display contrast enhancement, and scene contrast temperature.    These models are based on linear system theory, whereby a modulation transfer function (MTF, a Fourier transform) is assigned to each system element, and the final system transfer function is obtained by multiplying the modulation transfer functions of the system elements.  The eye’s ability to integrate over horizontal and vertical noise components is taken into account with integrals over all spatial frequencies.  If system noise characteristics are not available, default assumptions are made.

FLIR92 uses a number of input parameters to describe the system of interest.  Some parameters are required in order to define basic physical properties of the system.  Other parameters are optional and are estimated by FLIR92 as it executes.  The input parameters are listed in a text file with strict formatting requirements.  A list of the required and optional FLIR92 input files is given in appendix D.  FLIR92 produces three types of data files: a short output file, a long output file, and an ACQUIRE input file.
FLIR92 creates two output files, a short file and a long file.  The program overwrites existing output files with the same name and destroys the contents.  Both short and long files list the input parameters, diagnostic messages, calculated system parameters, summary calculated system MTFs versus spatial frequency, and MRT and MDT output tables.  The long output file provides a comprehensive list of the component MTFs.   
In addition to the short and long output listings, FLIR92 outputs an input file with the extension .acq that can be used as an input to ACQUIRE, which is a sensor prediction software application developed by NVL.  Modifications must be made to this file for the desired environment and target parameters.  Maintaining the correct file format is critical to a successful run.

Appendix E contains a detailed discussion on the process to fit MRT data within FLIR92.  This process uses a Visual Basic® program called Exflirpm.xls that was written by Dr. Goroch and operates as an Excel® application.    The program is based on an earlier program, EXFLIRPM, developed by Dr. Steve Campana for Naval Air Systems Command, Patuxent River, MD.   Exflirpm.xls allows the user to modify input files, run FLIR92, and display comparative MRT and MDT results from different runs.  

Given a laboratory-derived MRT curve for a sensor, the data can be entered into “Exflirpm.xls” by overwriting the MRT data on an existing FLIR92 input file and saving the file into the FLIR92 input folder with an appropriate name.  Then, the data can be plotted relative to other MRT curves by using the “Compare MRTD” button to bring up the Plot Options window.  In the absence of experimental MDT data, it is recommended that the theoretical FLIR92 curve be fit to existing laboratory derived MRT data in the appropriate field of view by varying DStar, a variable of detector sensitivity, until the curves coincide at spatial frequencies near the Nyquist frequency (refer to appendix E for examples).  

To obtain input data for a different field of view, change the appropriate FLIR92 input parameters, such as focal length and f/number.   The resulting MRT and MDT data can be used as TAWS input data for the new field of view.

The uncertainties of internal sensor parameters mandate that input data for TAWS developed using this process must be traceable to laboratory-derived data for the sensor of interest.  Given laboratory-derived MRT data, it is possible to fit FLIR92 output data to available experimental data over spatial frequencies near the Nyquist frequency by varying DStar.  Then, FLIR92 can be used to predict MDT for the sensor under consideration.  If more than one laboratory-derived MRT curve is available, the curves should be averaged before applying the procedure.

Derivation of W from TAWS and AREPS Outputs

Sweep width, W, is a single-number summation of a complex range/detection probability relationship (Koopman, 1980).  Mathematically, W is the integral of POD as a function of lateral range (LR) over all possible LR values.  LR is defined as “the range to the target at its closest point of approach (CPA) to the searcher.”   Because most search plans involve parallel track searches, the closest point of approach (CPA) of a search and rescue unit (SRU) to a target is equivalent to LR (see Figure 3).
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Figure 3.  Definition of Lateral Range

LR is usually denoted by the symbol x (Naval Institute, 1984).  The LR curve (LRC) is a graphical representation of P(x) for all values of x.  P(x) is the cumulative probability, for a fixed set of environmental conditions, of detecting  the target from the time it enters the detection zone until it departs.  This cumulative probability can be calculated as a function of the number (n) of independent “looks” or “glimpses” at the target obtained by the sensor.  During a typical searcher / target encounter, the number of glimpses that occur inside the detection zone is proportional to lateral range.

From literature (Naval Institute, 1984) we know that:

F(n) = 1– 
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where gi is defined as the probability of detecting the target on the ith glimpse, assuming (given) that it has not been detected previously.

In the case where all glimpse probabilities are equivalent, equation (2) becomes: 

F(n)= 1– (1 – g)n. 
(3)


The baseline AREPS and TAWS applications developed for DoD do not produce LRCs from which W can be derived.   A process was developed to produce LRCs from AREPS and TAWS outputs.  This process requires development of a sensor-centric grid of POD values.  Each grid column and row represents a potential target path with CPA at a particular lateral range.  Each cell in the grid contains a POD generated by the TDAs; just what each cell POD represents is not clearly defined.  Subject matter experts have called each cell’s POD “an instantaneous POD over an infinite period of time.”  Thus, each cell POD represents the result of an assumed long “dwell time” by the sensor operator on that cell.  Each cell’s POD does not account for factors such as target motion or operator scanning of a larger area, i.e., in real-world scenarios the target may not remain in the cell and/or the searcher may not be attending to or concentrating on detecting a target in that cell for the full “dwell time.”  Neither AREPS nor TAWS as developed for DoD produces this grid, and development of the grid is different for each model.  Appendix F and Appendix G describe the process to create sensor-centric grids from AREPS and TAWS, respectively. Once a grid is developed, LRCs can be developed from which W can be derived.  

Development of LRC from Sensor-centric Grid

The AREPS and TAWS sensor-centric grids have columns and rows of PODs.   It is assumed that during a searcher-target encounter that target relative motion is down/across the columns/rows (Figure 4).

[image: image7.wmf]5    10    15   25  15   10      5

5      5    10   10  10     5      1

5    10    10   15  10     5      1

5    10    15   25  15   10      5

5    10    10   25  15   10      5

5      5    15   15  15   10      5

1      5    10   15   10    5      5

Target Relative Motion

Either down columns

or across Rows

Demonstration Sensor

-

centric Grid


Figure 4.  Demonstration Sensor-centric Grid

To determine the POD associated with a lateral range, we assume that the average of the grid cell PODs associated with a column or row provides a POD value that is generally representative of randomly timed human operator “dwells” on spatial points within the column or row (Figure 5).


Error! Objects cannot be created from editing field codes.
Figure 5.  Calculation of Sensor-centric Grid Column Row Averages

The grid contains two rows and two columns that correspond to a specific lateral range, so determination of an average POD at a specific LR for the grid requires that the average POD of each column and row that passes through a given LR be calculated.  These results then need to be averaged with each other (Figure 6).


Error! Objects cannot be created from editing field codes.
Figure 6.  Calculation of Overall Grid LR PODs and Sweep Width

Tuning of AREPS/TAWS Lateral Range Calculation 

With the AREPS radar model, we assume that an operator is constantly looking at a scope that covers the detection zone, rapidly shifting focus among various portions of the display.  We assume the existence of one “average” detection opportunity at each lateral range i.e., in equation (2) the n value is one.  Comparison with field test data indicated that no further tuning of the AREPS lateral range calculation is required.

With TAWS, we assume that an operator scans the detection zone with overt head or camera movements, and the engagement window consists of multiple independent “dwells” or detection opportunities. The number of detection opportunities (n) assumed for a specific lateral range is based on the idea that a marginal detection opportunity exists at a lateral range corresponding to maximum detection range and the number of such opportunities increases with decreasing LR because the target spends more time in the sensor “detection envelope.”   The number of detection opportunities (n) associated with a specific lateral range is determined by assuming that n is proportional to the length of the target path inside the detection envelope.  Target path length (TPL) is maximum at zero LR and diminishes as LR increases (Figure 7). 

[image: image8.wmf]Lateral Range

Max Detection Range

0

MaxDetRng

Target Path Length = TPL

X

2

2

X

LR

e

MaxDetRang

-

TPL

x

=

TPL

0

= 

MaxDetRange


Figure 7.  Target Path Length

At zero LR, TPL equals maximum detection range (MaxDetRng), and at MaxDetRng, TPL equals zero.  The value of n at zero LR (nmax) is determined empirically by matching model POD predictions (for different values of n) to field test results.  Comparison of TAWS predictions with CG field data determined that an nmax value of 3.5 provides the best overall fit of model predictions and observed performance at zero LR.  To determine the values of n for non-zero LR (nx), the proportion of actual TPL over MaxDetRng is multiplied by nmax  as shown in equation (4).

nx = 
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The sensor-centric grids produced from the models identify the cardinal radials and the center range of each range cell on the radials.   Each range cell on the east and west radials has a column of PODs associated with it; likewise each range cell on the north and south radials has a row of PODs associated with it (see Figure 4).  To determine the POD associated with a lateral range, we assume that the average of the grid cell PODs associated with a column or row provides a POD value that is generally representative of randomly timed human operator “dwells” on a target that has a closest point of approach (lateral range) to the sensor equal to the center range value of the bin (see Figure 5).

The grid contains two rows and two columns that correspond to a specific lateral range. Determination of an average POD at a specific LR requires that the average POD of each column and row associated with that LR be calculated.  These results then need to be averaged with each other (see Figure 6).

To average a column, the number of rows between the furthest north POD and furthest south POD is determined, then the column sum is calculated and divided by this number.   To average a row, the number of columns between the furthest east POD and furthest west POD is determined then the row sum is calculated and divided by this number.

Table 1 uses the values presented in Figure 19 (in Appendix F) to compute the overall grid LR POD.  The computed average POD values provide the single scan, n = 1, POD value.  If the sensor-centric grid used to derive these values comes from AREPS, then these values represent the LR POD.  

Table 1.  Derivation of LR POD Value From Sensor-centric Grid

	LatRng (km)
	0
	0.5
	1.5
	2.5
	3.5
	4.5
	5.5
	6.5
	7.5
	8.5
	9.5
	10.5
	11.5

	Column West
	76.12
	76.38
	73.62
	68.92
	54.58
	37.10
	5.38
	1.00
	0.00
	0.00
	0.00
	0.00
	0.00

	Column East
	76.12
	82.17
	75.42
	68.73
	67.42
	78.58
	75.31
	72.42
	63.55
	28.90
	3.43
	1.00
	0.00

	Row North
	80.33
	83.53
	84.31
	75.47
	59.43
	24.85
	1.61
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	Row South
	80.33
	79.56
	86.00
	78.81
	60.80
	37.54
	3.85
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	LatRng POD
	78.22
	80.41
	79.84
	72.98
	60.56
	44.52
	21.54
	18.35
	15.89
	7.23
	0.86
	0.25
	0.00


NOTE: Because AREPS sensor-centric grids columns and rows contain identical information only one radials column or row data needs to be averaged.

However, the sensor-centric grid (Figure 19 in Appendix F) used to derive these values comes from TAWS; therefore, these values are adjusted using the tuning process described and these adjusted values represent the LR POD.  The LR values used represent the center of each LR bin.  Maximum detection range (MaxDetRng), therefore, is the largest LR with a nonzero POD plus half of the bin size.  For example, using the data provided in Table 1, the bin size is 1 km, the largest LR with a nonzero POD is 10.5.  Therefore, MaxDetRng equals 10.5 plus 0.5 or 11.   Using this MaxDetRng, we can then calculate the number of looks (n) for each LR.  

From Table 1, MaxDetRng is 11, and with this value we can compute the target path length and then the number of looks.  Table 2 displays the results of target path length and the computed number of looks for each LR.

Table 2.  Calculated View Length and Number of Looks

	LatRng (km)
	0
	0.5
	1.5
	2.5
	3.5
	4.5
	5.5
	6.5
	7.5
	8.5
	9.5
	10.5
	11.5

	TPL
	11.00
	10.99
	10.90
	10.71
	10.43
	10.04
	9.53
	8.87
	8.05
	6.98
	5.55
	3.28
	0.00

	Number Looks
	3.50
	3.50
	3.47
	3.41
	3.32
	3.19
	3.03
	2.82
	2.56
	2.22
	1.76
	1.04
	0.00


Table 3 inserts two new rows into Table 2.  The first new row is the single scan POD values calculated in Table 1. The second new row uses equation (3), F(n) = 1- (1 – g)n , to calculate the LR POD corrected for scan.  Figure 8 provides a graphic display of the LR POD corrected for scan curve. 

Table 3.  Calculation of LR POD Corrected for Scan

	LatRng (km)
	0
	0.5
	1.5
	2.5
	3.5
	4.5
	5.5
	6.5
	7.5
	8.5
	9.5
	10.5
	11.5

	TPL
	11.00
	10.99
	10.90
	10.71
	10.43
	10.04
	9.53
	8.87
	8.05
	6.98
	5.55
	3.28
	0.00

	NumberLooks
	3.50
	3.50
	3.47
	3.41
	3.32
	3.19
	3.03
	2.82
	2.56
	2.22
	1.76
	1.04
	0.00

	1Look POD
	0.7822
	0.8041
	0.7984
	0.7298
	0.6056
	0.4452
	0.2154
	0.1835
	0.1589
	0.0723
	0.0086
	0.0025
	0

	MultLookPOD
	0.995
	0.997
	0.996
	0.988
	0.954
	0.848
	0.521
	0.436
	0.358
	0.153
	0.015
	0.003
	0.000



Error! Objects cannot be created from editing field codes.
Figure 8.  LRC Developed from TAWS Example

With the lateral range curve developed, the associated W (area under the lateral range curve) can be calculated.  The process of developing W is to add (sum) all of the lateral range POD values.  Next, this value is multiplied by 2, and the resultant product is then multiplied by the distance between each lateral range value.

For the example in Table 3, the sum of all lateral range PODs (row 5) is 7.264, this number multiplied by 2 is 14.528. The distance between lateral range values is 1 km; therefore, the sweep width is 14.53 multiplied by 1 km or 14.53 km. 

Conclusion

This paper discusses the techniques and procedures used to adopt DoD sensor performance prediction tools for CG users.  Two significant processes were developed.  The first process derives MDT from OEM MRT data for IR sensors, and this process has applications for both CG and DoD users.  The second process uses TAWS and AREPS output to create a lateral range curve from which the CG user can calculate sweep width (W), a critical planning factor for SAR and other CG surveillance and reconnaissance missions.
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APPENDIX A Radar Sensor Input Data (AREPS)

	Radar sensor input data.
	Programming Notes

	Field
	Description
	Units
	Text Box
Lower Limit
	Text Box
Upper Limit
	Dropdown Menu Contents
	Comments

	Radar Name
	Limit of 24 characters
	N/A
	
	
	
	User Input

	Radar Long Name
	Some sensors may have multiple variants.  For example the SPS73 has four variants depending on the antenna.  The long name will be coupled with the mode to populate the radar model (AREPS) database.  No character limit.
	N/A
	
	
	
	User Input

	Radar Processing
	The radar model (AREPS) allows for the calculation of a detection threshold based on coherent integration, incoherent integration, or no integration (simple).
There are two types of radar signal integration: coherent and incoherent.  Radar signals are said to be coherent when the relative phase of the signals have a known relationship even though they may be considerably separated in time.  Coherent integration is the addition of coherent radar signals (signals in relative phase) prior to determining the detection envelope.  Incoherent integration does not consider the signal phase but examines only the amplitude of each individual pulse.  Once the amplitude information is extracted for each pulse, the information is then summed.  Coherent integration increases the probability of detection (POD) more rapidly than incoherent integration, but coherent integration is normally more expensive to implement.
	N/A
	
	
	Simple

Integrated Coherent

Integrated Incoherent

Continuous Wave (CW)

Other
	

	Antenna Type
	The antenna type provides a description of the radiation pattern of the transmitter or radar antenna. The values may be:

OMNI

Uniformly radiating in all directions

SINX/X

See Antenna Elevation Angle for additional information

CSC-SQ

Cosecant-squared radiating pattern

GAUSSIAN

Gaussian radiating pattern

HT-FINDER GENERIC

Height-finder that vertically scans a SINX/X pattern.  There are no power reductions as a function of scanning angle.

HT-FINDER SPECIFIC

Height finder with a specific antenna pattern such as the AN/SPY-1B or the AN/SPS-48E.  It may also be a specific height finder with an antenna pattern you define yourself.  This specific height finder vertically scans a SINX/X pattern but, unlike the generic height finder, has power reduction factors as a function of scanning angle.

User Defined

Like the HT-FINDER SPECIFIC antenna, the user will be required to provide pattern-reduction factor data.


	N/A
	
	
	Omni

Sin X/X

Coseq Sq

Gauss

Generic height finding

Specific height finding

User Defined
	

	Polarization
	The orientation of the antenna’s electric field, which may be parallel to the earth’s surface (horizontal) or perpendicular to the earth’s surface (vertical).  Note:  AREPS currently does not provide predictions for radars with circular polarization.
	N/A
	
	
	Horizontal

Vertical

Circular
	

	Peak Power
	The maximum instantaneous power generated in a single pulse by the transmitter.  Do not include transmission line or other losses.  Do not use average power.
	kW
	0.1
	10,000
	
	

	Receiver Noise
	The receiver noise figure (most accurately described as a system noise figure) is a measure of the receiver system’s noise temperature.  This temperature relates to thermal noise in the receiver circuit, non-thermal noise from the electronic components, and antenna noise from environmental sources.  The noise figure is defined by the ratio (in decibels) of the system noise temperature in Kelvin (K) to 290 K (the Institute of Electrical and Electronics Engineers (IEEE) standard reference temperature).  Noise figure is frequently listed in the specifications for a radar receiver.
	dB
	0.0
	100
	
	

	Max Expected Altitude
	This user-defined parameter provides MSPP a benchmark to determine if user altitudes for the sensor are normal or abnormal.
	ft
	
	
	
	Has to be greater than min expected altitude

	Assumed System Loss
	The sum of all losses, which affects the radar free-space range calculations. These include, but are not limited to, transmission line loss, beam shape (or antenna pattern) loss, filter mismatch loss, bandwidth correction factor loss, signal processing loss, collapsing loss, etc. A default value of 4 dB can be used if this parameter is unknown.
	dB
	0.0
	100
	
	

	Probability of False Alarm
	Receivers are designed with a high enough detection threshold that most receiver noise will not exceed it.  On occasion, however, noise will have sufficient power to exceed the threshold, resulting in a false alarm.  A tolerable rate at which false alarms occur depends upon the nature of the radar application.  False alarm probabilities for most practical radars are quite small, on the order of 1.0E-6 or smaller.
	number
(scientific notation)
	
	
	1.0E-04

1.0E-06

1.0E-08

1.0E-10

1.0E-12
	

	Antenna Gain
	Antenna gain is the ability of an antenna to concentrate energy into a particular pattern or be more sensitive to energy arriving from a specific direction.  The gain of the transmitting antenna is a function of the antenna aperture (the physical area of the antenna face), any losses of energy from processes such as resistance and radiational heating, and the wavelength.  Greater antenna gains, of course, mean better target detection.  
	dB
	0.0
	100
	
	

	Horizontal Beam Width
	The horizontal angular width between half-power points of the antenna main beam.
	deg
	0.01
	90
	
	

	Radar Location
	Used by the MSPP database to categorize sensors.
	N/A
	
	
	Ship/Land

Aircraft
	

	Min Expected Altitude
	This user-defined parameter provides MSPP a benchmark to determine if user altitudes for the sensor are normal or abnormal.
	ft
	
	
	
	Has to be less than max expected altitude

	Mode Name
	Radars will frequently have several operating modes.  Modes are differentiated from each other by names.  For example, some of the modes associated with the AN/SPS 73 radar are Short 2, Medium 1, and Long.  Mode name coupled with radar long name make up the radar name used in the AREPS database.
	N/A
	
	
	
	User Input

	Frequency
	For radars, the frequency of the transmitter is the speed of light propagating through the atmosphere divided by the wavelength of the transmitted energy.
	MHz
	100
	20,000
	
	

	Pulse Length
	The length of time between the start and end of the pulse.  Long pulse lengths have the advantage that large amounts of energy can be applied to a target in order to enhance its detectability.  Long pulse lengths will lead to the longest range of detection and are, therefore, used in long-range search radars.  Long pulses have the disadvantage that fine details within the return echo are lost, thereby reducing target resolution.  For example, a long pulse length may be used to detect the presence of a harbor within a coastline but will be unable to detect a pier within the harbor.
	μs
	0.1
	10,000
	
	

	Maximum Instrumented Range
	The range that a pulse can travel to the target and back in the time interval between pulses.  After the transmitter sends out a pulse, it turns off and allows the receiver to “listen” for an echo.  It may happen that a pulse will travel to a target and back, only to arrive while the transmitter is in the process of sending out another pulse.  In such an event, the pulse is not received and the target is not detected.  It may also happen that the pulse will return at some time after the transmitter has sent out a second pulse.  In that circumstance, the target will appear closer to the transmitter than it really is.  Echo signals received after an interval exceeding the pulse repetition period are called “multiple-time-around” echoes or “radar ghosts.”
	nmi
	0
	1,000
	
	

	Pulse Rate
	The number of pulses the transmitter generates each second.
	Hz
	1
	10,000
	
	N/A for integrated type radars

	Hits Per Scan
	This value is calculated for simple type radars using the formula: 

rotation rate in seconds per revolution ( horizontal beam width/360 ( Pulses per second

In order to detect a target, an acceptable signal-to-noise ratio (SNR) must be obtained.  One way to accomplish this is to apply more energy on the target.  Applying more energy on the target may be accomplished by increasing the number of pulses striking the target as the radar beam scans over the target.  For simple radars, the number of hits per scan is calculated from the antenna’s horizontal beam width, the pulse repetition frequency, and the horizontal scan rate of the antenna.  For other types of radars, the number of hits per scan must be specified explicitly.
	N/A
	1
	1,000,000
	
	

	Antenna Scan Rate
	The transmitter antenna rotational or horizontal turning rate.
	rpm
	1
	1000
	
	N/A for integrated type radars

	Vertical Beam Width
	The vertical width of the antenna main beam.  For SINX/X, GAUSSIAN, and HT-FINDER, the beam width is the full angular width between half-power points.  For CSC-SQ, the beam width is the angular region where the pattern is uniform and above which a cosecant-squared function is applied.
	deg
	0.5
	45
	
	N/A for omni type radars

	Antenna Elevation Angle
	The boresight-pointing angle for SINX/X and GAUSSIAN antenna types.  It is also the direction of the maximum radiated power.  For the HT-FINDER GENERIC antennas, the elevation angle is the angle above which the SINX/X pattern is vertically scanned.  The elevation angle is measured from the local horizontal and increases in an upward direction.  For most surface-based systems, this angle will be zero.  For many airborne radars, this angle will be slightly downward (negative elevation angle).
	deg
	-10
	10
	
	N/A for omni type radars


IR Sensor Input Data (TAWS)

	IR sensor input data.
	Programming Notes

	Input Field
	Description
	Units
	Text Box
Lower Limit
	Text Box
Upper Limit
	Dropdown Menu Contents
	Comments

	Name
	A name used to describe the sensor.  This name will be linked with a sensor identification (ID) number in the MSPP database.  The sensor ID number will be used to tag the sensor everywhere in the IR prediction model (TAWS): in the sensor inventory, in lists of sensor types, and in output products.  The MSPP tool set shall assign the sensor ID number to new sensors.  The number must be between 1500 and 1999 for a long-wave infrared (LWIR) (8-12 micrometer) sensor or between 8500 and 8999 for a medium wave infrared (MWIR) (3-5 micrometer) sensor.  
	N/A
	
	
	
	Name and sensor number linked in the MSPP database

	Number of Fields of View (FOVs)
	The IR prediction model (TAWS) currently supports sensors with one or two FOVs.  If the sensor has more than two FOVs, multiple sensor IDs will have to be used. 
	N/A
	
	
	One

Two
	

	Sensor Capabilities
	The IR prediction model (TAWS) currently supports sensors with detection capability or detection and lock-on capability.  The sensor file requires the MSPP tool set to analyze FOVs and sensor capabilities to derive an index of sensor capability. 

1 = Lock on Range (LOR) + Detection Range (DR) for 2 FOV

2 = DR for 2 FOV

3 = DR for 1 FOV
	N/A
	
	
	Detection

Detection and Lock-on
	If one FOV is selected, only the detection capability is applicable

	Operative Waveband
	User needs to tell system if sensor is long-wave infrared (LWIR) (8-12 micrometer) or medium wave infrared (MWIR) (3-5 micrometer).  
	N/A
	
	
	LWIR

MWIR
	The waveband determines sensor number

	Lower Bound of the Operative Wavelengths (micrometer)
	The minimum operative wavelength of the IR sensor. 
	micrometer
	LWIR

7.5

MWIR

2.5


	LWIR

8.5

MWIR

3.5


	
	If the sensor has only one FOV, only WFOV data used.

	Upper Bound of the Operative Wavelengths (micrometer)
	The maximum operative wavelength of the IR sensor. 
	micrometer
	LWIR

11.5

MWIR

4.5


	LWIR

12.5

MWIR

5.5


	
	If the sensor has only one FOV, only WFOV data used.

	Vertical IFOV 
	The vertical instantaneous field of view (IFOV), or limit of spatial resolution, of the detector. 
	rad
	0.01
	2.5
	
	

	Horizontal IFOV 
	The horizontal IFOV, or limit of spatial resolution, of the detector. 
	rad
	0.01
	2.5
	
	

	Noise Equivalent Contrast 
	The lowest delta T (change in temperature) at which something can be detected with the IR sensor. 
	K
	0.02
	2.0
	
	

	Spatial Frequency 
	The target size for which MRT or MDT is defined. 
	cy/mrad
	0.005
	500
	
	

	Minimum Resolvable Temperature (MRT) 
	The minimum mean target temperature for detection to occur at a particular spatial frequency. In a thermal imaging system, the smallest change in blackbody equivalent temperature that can be detected clearly by the system as a function of target frequency.
	K
	0.001
	100
	
	MRT and MDT arrays require at least two entries.

	Minimum Detectable Temperature (MDT) 
	The minimum target facet temperature for detection to occur at a particular spatial frequency.  The determination of the minimum detectable temperature difference (MDTD) capability of a compound observer-thermal imaging system as a function of the angle subtended by the target.
	K
	0.001
	100
	
	MRT and MDT arrays require at least two entries.

	Angular Subtense 
	The apparent angular dimension of the target for which SNR threshold is defined. 
	mrad
	0.1
	1
	
	

	Signal-to-Noise Ratio Threshold
	The minimum SNR, as a function of subtense angle, for lock-on to occur. 
	N/A
	1
	20
	
	

	Min Expected Altitude
	This user-defined parameter provides MSPP a benchmark to determine if user altitudes for the sensor are normal or abnormal.
	ft
	
	
	
	Has to be less than max expected altitude

	Max Expected Altitude
	This user-defined parameter provides MSPP a benchmark to determine if user altitudes for the sensor are normal or abnormal.
	ft
	
	
	
	Has to be greater than min expected altitude


NV Sensor Input Data (TAWS)

	NV sensor input data.
	Programming Notes

	Input Field
	Description
	Units
	Text Box
Lower Limit
	Text Box
Upper Limit
	Dropdown Menu Contents
	Comments

	Name
	A name used in the MSPP tool set to describe the sensor.  The MSPP tool set shall assign the sensor ID number to new sensors. The number must be between 2500 and 2999 for NV sensors.  Name will be linked with a sensor ID number in the MSPP database.  The sensor ID number will be used to tag the sensor everywhere in the NV prediction model (TAWS): in the sensor inventory, in lists of sensor types, and in output products.  
	N/A
	
	
	
	Name user defined and sensor number linked in the MSPP database

	Lower Bound of the Operative Wavelengths (micrometer)
	The minimum operative wavelength of the night vision goggles (NVG). 
	micrometer
	0.4
	0.65
	
	

	Upper Bound of the Operative Wavelengths (micrometer)
	The maximum operative wavelength of the NVG. 
	micrometer
	0.6
	1.1
	
	

	Focal Length of the Objective Lens (cm)
	The distance of the focal point from the center of the objective lens. 
	cm
	1
	10
	
	

	F/number of the Objective Lens
	The effective f-number of the lens, or ratio of focal length to effective aperture diameter, including lens losses. 
	f-number
	1
	5
	
	

	Equivalent Background Illumination (EBI) 
	The amount of light that is seen when the NVG is turned on but the lens is completely covered. The EBI level determines the lowest light level at which something can be detected with the NVG. 
	fc
	0.5
	5
	
	

	Luminance Gain 
	The number of times the NVG tube amplifies light input. The tube gain is the light output (in fL) divided by the light input (in fc). 
	fL/fc
	1
	100
	
	

	Noise Figure of the Tube
	The fluctuation in image signal due to components of the tube. 
	N/A
	0
	10
	
	

	Maximum Brightness of the Phosphor Screen 
	The greatest amount of luminance on the phosphor screen. 
	fL
	0.1
	5
	
	

	Image Intensifier
	Flag indicating whether or not an image intensifier is used. 
	N/A
	
	
	Yes

No
	

	Image Intensifier System Magnification
	The ratio of system image size to system object size. 
	N/A
	0
	100
	
	Only if sensor is an image intensifier

	Optical Transmittance of the Eyepiece
	The ratio of radiant energy transmitted through the eyepiece to total energy incident at the entrance of the eyepiece. 
	N/A
	0
	1
	
	Only if sensor is an image intensifier

	Optical System Magnification
	The ratio of image size to object size. 
	N/A
	0
	100
	
	Only if sensor is not an image intensifier

	Optical Transmittance of the Optical System
	The ratio of radiant energy transmitted through the optics to total energy incident at the entrance of the optics. 
	number
	0
	1
	
	Only if sensor is not an image intensifier

	Frequency 
	The target size for which modulation transfer function (MTF) is defined. 
	cy/mrad
	0
	2
	
	Element of Modulation Transfer Array.  At least two entries required for each NV sensor

	Modulation Transfer Function
	A measure of the resolution of the imaging system for a given target size. 
	N/A
	0
	1
	
	Element of Modulation Transfer Array.  At least two entries required for each NV sensor

	Wavelength 
	The point in the electromagnetic (EM) spectrum at which the spectral responsivity is defined. 
	micrometer
	0.4
	1.1
	
	Element of Spectral Responsivity Array.  At least two entries required for each NV sensor

	Spectral Responsivity
	The sensitivity of the photocathode. The ratio of the output to the input at a given wavelength. 
	N/A
	0
	250
	
	Element of Spectral Responsivity Array.  At least two entries required for each NV sensor

	Wavelength 
	The point in the EM spectrum at which the spectral filter data are defined. 
	micrometer
	0.4
	1.1
	
	Element of Filter Data Array.  At least two entries required for each NV sensor.  Note array not required for prediction.

	Filter Data
	The ratio of the amount of radiant energy transmitted through the filter to the total amount of energy incident at the filter at a given wavelength. 
	N/A
	0
	1
	
	Element of Filter Data Array.  At least two entries required for each NV sensor.  Note array not required for prediction.


APPENDIX B Required and Optional FLIR 92 Program Inputs

The following full listing details the required and optional FLIR92 program inputs.

Required input parameters

Environment


Laboratory temperature


Background temperature


BLIP performance (Background Limited?,yes or no)

Spectral


Spectral cut-on


Spectral cut-off


Diffraction wavelength (optional, program will assume (cut-on + cut-off)/2)

Optics 1


Effective f number


Effective focal length

Effective aperture diameter (only 2 of previous 3 parameters required, third will 

be calculated)

Average optical transmission

Optics 2


HFOV:VFOV aspect ratio


Magnification


Frame rate (30 Hz if video compatible)


Fields per frame (2 if video compatible)

Optics 3 (optional)


Horizontal FOV


Vertical FOV

Detector


Horizontal dimension (active)


Vertical dimension (active)


Peak D star


Integration time


1/f knee frequency

fpa parallel (not filled in if serial or staring array)


# detectors in TDI


#vertical detectors


# samples per HIFOV


# samples per VIFOV


3dB response frequency


scan efficiency

fpa serial (not filled in parallel or staring)


# detectors in series


# vertical dectors


# samples per HIFOV


# samples per VIFOV


3dB response frequency


Scan efficiency


Diffusion length

fpa stare (not filled in if parallel or serial)


# horizontal detectors


# vertical detectors


horizontal unit cell dimension

vertical unit cell dimension (unit cell dimensions and active dimensions used to

calculate fill factor)

PtSi (filled in only if PtSi detector array)


Emission coefficient


Schottky barrier height

Display


Display brightness


Display height


Display viewing distance

Spectral detectivity (table)

Optional input parameters
Optics 1

Optics blur circle (program will calculate diffraction limit if blur circle not given)

Scene phasing 


Horizontal target/detector phase


Vertical target/detector phase

CCD transfer 


Horizontal charge transfer efficiency


Vertical charge transfer efficiency


Horizontal total # transfers


Vertical total # transfers

Electronics 


High pass 3dB cut-on


High pass filter order


Low pass filter order


Boost amplitude


Boost frequency


Sample and hold (horizontal, vertical or no)

CRT display 


#active lines on CRT


horizontal crt spot sigma


vertical crt spot sigma

EO Multiplexor 


Horizontal EO multiplexor dimension


Vertical EO multiplexor dimension

Eye 


Threshold signal to noise ratio


Eye integration time


MTF (EXP or NL)

Random image motion 


Horizontal rms motion amplitude


Vertical rms motion amplitude

Linear image motion 


Horizontal motion amplitude


Vertical motion amplitude

Sinusoidal image motion 


Horizontal motion amplitude


Vertical motion amplitude

3d noise default 


noise level (No, Lo, Mod or Hi)

3d noise measurements 


sigma TVH


sigma TV


sigma Th


sigma Vh


sigma V


sigma H

3d noise estimates 


sigma TV


sigma Th


sigma Vh


sigma H

sinc postfilter MTF 


horizontal aperture size


vertical aperture size

Gaussian postfilter MTF 


Horizontal standard deviation


Vertical standard deviation

Horizontal digital filter type (Even or Odd) 


Filter type


Horizontal coefficient 0


Horizontal coefficient 1


Horizontal coefficient 2


Horizontal coefficient 3


Horizontal cut-off frequency

Vertical digital filter (Even or Odd) 

Measured system  MTF (table)

Temporal postfilters (table)

Horizontal spatial filters (table)

Vertical spatial filters (table)

Noise power spectrum (table)

Spectral filters (table for up to 2 filters)

APPENDIX C Exflirpm.xls Use Example(s)

Exflirpm.xls can be obtained from Dr. Goroch.  To run Exflirpm.xls on a Windows-based computer, move the Exflir folder to the “My Documents” folder.  This folder contains the Exflirpm.xls file along with a Flir92.exe file and input and output folders that FLIR92 will use.  There is also a pathf92.txt file that specifies the path for FLIR92 to find the input data folder.  The Input folder contains input files for current and possible future Coast Guard infrared sensors.  The three output folders contain the results of FLIR92 runs using the files in the input folder.  The Output folder contains .acq files that can be customized for use as input files for running ACQUIRE for range predictions.  The Output_.1 folder contains short form listings of the FLIR92 output files.  The files in this folder are used by Exflirpm.xls for MRT and MDT plots.

To use Exflir, open the Exflirpm.xls file under Excel.  The program will come up showing the MainScreen window.  In the upper left hand side of the page are four buttons:  “Flir92,” “Find MDT,” “Acquire Input,” and “Compare MRTD.”  Only the “Flir92” and “Compare MRTD” buttons are required to develop sensor input files for TAWS.

Click on the “Flir92” button.  This action brings up a FLIR92 window that contains listings of INPUT and OUTPUT files.  Scroll down the input list and click on the “FlirAdst1” file to highlight it.  Then click on the “EDIT” button to its left.  The FlirAdst1 file will open in a Notepad window.  As a test, scroll down to “detector,” “peak_D_Star” and change the parameter from 1.00E+11 to 2.00E+11 cm-sqrt(Hz)/W.  Then save the file into the input folder as “FlirAdst2.”  (DStar is a figure of merit for the detector sensitivity.)  Exit the Notepad window and return to the FLIR92 window.  The new input file will not appear in the FLIR92 input window until the program is refreshed.   Click the FLIR92 close button.

Unfortunately, if the file is renamed as FlirAdst2, Notepad will save the file as FlirAdst2.txt.  The .txt file extension must be removed before running FLIR92.  Remove the .txt file extension by opening C:\My Documents\Exflir\Input from the My Computer desktop icon, clicking on the FlirAdst2.txt label, highlighting .txt, and deleting .txt.  Then minimize the Input window.

To refresh Exflirpm.xls so that it recognizes that there is a new name in the input folder, minimize the Exflirpm.xls window and then re-open it from the toolbar.  This step forces Exflirpm.xls to re-read the file names in the Exflir input folder.

Go back to the MainScreen window of Exflirpm.xls and again click on the “FLIR92” button.  In the input window, click on the “FlirAdst2 label” to highlight it.  Then click on the “Run FLIR 92” button to run FLIR92.  The run will take 1 or 2 seconds.  It should be noted here that FLIR92 writes over and destroys all old output files.  A “Finished-RUNTEST” icon will appear on the menu bar.  If you click on that icon, a window will open to show you the sequence of the run and the run time.   Close the “Finished-RUNTEST” window to eliminate it.  Close the “FLIR92” window, returning to the “MainScreen” window of Exflirpm.xls.  

Click on the “Compare MRTD” button in the upper left-hand corner.  This opens a “Plot Options” window.  The files in the “Output_.1” folder appear in the “Plot Options” window.  Click on the “FlirAdst1.l” and the “FlirAdst2.1” labels to highlight them.  To compare the two plots, click on the “X-Axis,” “cycles/mrad” box to set the x-axis for the plot.  Then click on the “Y-Axis,” “MRT Type,” “Horizontal” box to set up the y-axis for the plot.  Then click on the “Plot MRTD” button to display the plot.  Exit the “Plot Options” window by clicking on the “Exit” button or the “close” icon.  Note that one can reopen the “Plot Options” window by clicking on the “Plot Options” button above the MRT plot.  One can return to the “MainScreen” window from the “PlotOptions” window by using the sheet list at the bottom of the Excel spreadsheet or clicking on the “Home” button above the MRT plot.

The “PlotOptions” window provides plots of MRT and MDT for the selected sensor output files.  For arrays with square pixels, the horizontal and vertical MRT values will be identical.  For spatial frequencies above the Nyquist frequency, FLIR92 sets the MRT at 100 degrees.  That is why the MDT is needed for sub-pixel targets.  The MDT is plotted to the right of the MRT in the “PlotOptions” window.  One can check the value of a point on a plot by putting the cursor on the point; the x and y coordinates of the point will appear in a box next to the point.  On comparison of the FlirAdst1 and FlirAdst2 curves, it should be noted that a factor of 2 increase in the DStar parameter results in a factor of 2 decrease in the MRT and MDT curves at all spatial frequencies.  Thus, adjustment of the DStar parameter offers a convenient way to move the MRT and MDT curves up and down.  This change is shown graphically in Figure 9 and Figure 10.
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Figure 9.  Effect on MRT Magnitude by Changing DStar by a Factor of 2
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Figure 10.  Effect on MDT Magnitude by Changing DStar by a Factor of 2

The premise of this process is that fitting FLIR92 to laboratory-derived data for a sensor, instead of using only estimated sensor parameters in FLIR92, will enable calculation of more accurate MDT values.  Better MDT values will allow TAWS to more accurately predict a sensor’s field performance.  

A number of physical parameters define the system of interest, e.g., wavelength of operation, field of view, aperture diameter, or f/number, etc.  Other parameters, unless they are measured or obtained from the manufacturer, must be estimated, e.g., actual optical transfer function, 1/f knee frequency, integration time, etc.  It is theorized that fitting FLIR92 data to laboratory-derived MRT data compensates for the unknown sensor parameters and enables a more accurate estimate of MDT for that field of view.  Once a fit is obtained in one field of view, the fit parameters can be used to more accurately predict MRT and MDT for other fields of view.

Two kinds of fit parameters will be explored.  Most input parameters will move the MRT curve up or down, with no curve shape changes.  However, parameters that vary with spatial frequency, such as MTFs, do change the slope of the MRT curve.

Once all known parameters are entered into the program, the easiest way to move the FLIR92 MRT in the vertical direction to fit a laboratory-derived curve is to change the DStar value.  Both MRT and MDT scale inversely with the value of DStar.  This process was shown in  Figure 9 and Figure 10.  The fit to laboratory derived MRT curves should be made at high spatial frequencies for two reasons:  first, it is the higher spatial frequencies that come into play for detection; second, higher spatial frequency data are more accurate than low spatial frequency data.  It is harder to measure low spatial frequencies in the laboratory, because measurements at low frequencies require target and blackbody uniformity over a larger area and also require precise control of smaller incremental temperatures. 

Varying DStar does not enable the user to fit the slope of the FLIR92 MRT with laboratory-derived  MRT curve.  A convenient way to change the slope of the FLIR92 curve is to use the optional spare horizontal and vertical spatial modulation transfer function postfilters in the FLIR92 input file.  As an example, if the spare postfilters are set to 1 at zero frequency, 0.5 at the Nyquist frequency, and 0.25 at twice the Nyquist frequency, then the resulting slope changes in MRT and MDT are shown in Figure 9 and Figure 10 as the FlirAny.5 curves.  Also shown is the FlirAny2 curve, where the change in slope of the spare postfilters are set to 2 at the Nyquist frequency and 4 at twice the Nyquist frequency.  The FlirAny1 curve, which has no MTF change, as a function of frequency is shown for comparison.

APPENDIX D Development of Sensor-centric POD Grid from AREPS

The AREPS sensor-centric POD grid consists of 881 columns and rows.  The grid is developed from an AREPS prediction of sensor performance on a single bearing. 

AREPS produces an ASCII text document that includes the Advanced Propagation Model (APM) calculations of propagation loss and AREPS calculations of threshold values in dB for PODs from 1 through 100 percent.  The text file applies to a single bearing from the sensor, out to a user specified maximum range and maximum altitude.  AREPS can, for identical target, environment, and sensor inputs, produce predictions (text files) for multiple bearings; however, until AREPS can account for sea clutter effects that vary with wind direction these predictions will be identical.    

The text file contains two valuable elements.  The first is a 10 by 10 matrix of propagation loss thresholds that corresponds to PODs from 1 through 100 percent in one-percent increments.  These thresholds are computed by AREPS using sensor and target specifications.  The second element is propagation loss calculation results associated with different altitudes.  AREPS uses the APM model to calculate propagation loss values; APM uses sensor and environment specifications.  APM divides the atmosphere into 384 altitude bands; the size of the band depends on the maximum altitude selected by the user.  Table 4 provides a quick look at how the maximum altitude selected by the user will affect the size of the altitude band.  Small surface targets, (e.g., life rafts) will have a center of observable mass in the lowest altitude band; larger surface targets and aircraft will be centered in higher bands.  It is important to note that AREPS requires the maximum altitude to be greater than the altitude of the sensor.  Therefore, if a sensor is operating at 3000 feet, the maximum altitude has to be greater than 3000 feet and the minimum altitude band for predictions will be 3000/384 = 0 to 7.8 feet.  

Table 4.  Impact of Maximum Altitude on Size of AREPS Altitude Band

	Maximum altitude
	Size of altitude band

	1000 ft
	2.6 ft

	2000 ft
	5.2 ft

	3000 ft
	7.8 ft

	4000 ft
	10.4 ft

	5000 ft
	13.0 ft


Each altitude band has 440 propagation loss values; each corresponding to a different range.  The size of the range difference between the propagation loss values is a function of the maximum range divided by 440.  For the CG it was decided that the maximum range would be 220 km (118.79 nmi), thereby producing a 0.5 km (500 m) spread between propagation loss values.

Each CG target is viewed by AREPS as three separate targets, corresponding to bow, beam, and quarter aspects.  Each aspect has different threshold values which when combined with the APM propagation loss calculation result in different PODs at identical ranges. (Note as discussed above that threshold is calculated from target and sensor data, while propagation loss is calculated from sensor and environment data). 

Threshold data are stored in a 4-column by 100-row matrix.  Column one contains POD values.  Each row value corresponds to a POD value.  Column two contains the threshold values in dB associated with the bow aspect of the target.  Column three contains the threshold values in dB associated with the beam aspect of the target.  Column four contains the threshold values in dB associated with the quarter aspect of the target.  

With threshold data known, the next process is to determine the correct altitude from which to extract propagation loss values.  This altitude is associated with the target.  Once this altitude block is identified, the 440 propagation loss values associated with it are extracted.

Propagation loss values are inserted into a 6-column by 440-row matrix.  Column one contains range values associated with each propagation loss values.  Since CG has standardized maximum range at 220 km (for radar predictions), each row represents 0.5 km (500 meters) range.  Column two contains the extracted propagation loss values.  Column three contains the POD if the target was viewed from a bow aspect.  Column four contains the POD if the target was viewed from a beam aspect.  Column five contains the POD if the target was viewed from a quarter aspect.  Column six contains the average aspect POD.   The average aspect POD values (column six) and range (column one) constitute the input matrix for the AREPS sensor-centric grid.

Aspect POD values are determined through a lookup process; the propagation loss values are compared to each aspect’s threshold values to determine the corresponding POD.  The process is complicated and will be described using Table 5 and Table 6.  Table 5 represents a threshold matrix; for brevity this table has been reduced from 100 rows to 20 by only providing the threshold values corresponding to each 5 percent change in POD.

Table 5.  Threshold Matrix Example

	POD%
	Threshold (dB)

	0
	9999

	5
	132.698

	10
	132.041

	15
	131.565

	20
	131.167

	25
	130.809

	30
	130.475

	35
	130.152

	40
	129.833

	45
	129.512

	50
	129.184

	55
	128.841

	60
	128.478

	65
	128.085

	70
	127.651

	75
	127.157

	80
	126.573

	85
	125.846

	90
	124.854

	95
	123.215


Table 6 represents the matrix that propagation loss values are inserted into.  The objective of the lookup process is to populate columns three, four, and five (when the process starts these columns are empty).  For brevity, it is assumed that the bow, beam, and quarter all have identical threshold levels.  The following sequence for each range (row) in Table 6 is executed until column three is completely populated.

· Start with the first range increment (0.5) and note the propagation loss value in column two (for this example, the value is 105.9).

· Compare this value to the threshold values in Table 5.

· Using the propagation loss value as the lookup value (i.e., for this example 105.9), find the smallest threshold value that is greater than or equal to the lookup value (for this example, threshold value 123.2145).

· Assign the POD level associated with the identified threshold value (i.e. .95 percent) to columns three, four, and five of Table 6.

· Average bow, beam, and quarter POD values to derive the average aspect POD.

Table 6.  Matrix of Range, Propagation Loss, POD

	Range (km)
	Prop Loss
(dB)
	Bow
	Beam 
	Qtr
	Average

	0.5
	105.9
	95
	95
	95
	95

	1.0
	112.3
	95
	95
	95
	95

	1.5
	115.5
	95
	95
	95
	95

	2.0
	116.9
	95
	95
	95
	95

	2.5
	119.0
	95
	95
	95
	95

	3.0
	120.6
	95
	95
	95
	95

	3.5
	121.1
	95
	95
	95
	95

	4.0
	124.2
	90
	90
	90
	90

	4.5
	125.0
	85
	85
	85
	85

	5.0
	125.7
	85
	85
	85
	85

	5.5
	126.9
	75
	75
	75
	75

	6.0
	128.3
	60
	60
	60
	60

	6.5
	129.4
	45
	45
	45
	45

	7.0
	130.3
	30
	30
	30
	30

	7.5
	131.0
	20
	20
	20
	20

	8.0
	131.1
	20
	20
	20
	20

	8.5
	131.6
	10
	10
	10
	10

	9.0
	131.7
	10
	10
	10
	10

	9.5
	131.7
	10
	10
	10
	10

	10.0
	132.2
	5
	5
	5
	5

	10.5
	132.8
	0
	0
	0
	0

	11.0
	133.3
	0
	0
	0
	0

	11.5
	134.8
	0
	0
	0
	0

	12.0
	135.6
	0
	0
	0
	0

	12.5
	135.8
	0
	0
	0
	0


The average aspect PODs and associated ranges are used to create an AREPS prediction grid.   The AREPS prediction grid consists of 440 rows and columns, each row and column increment represents 0.5 km in range from the origin (x=0, y=0) and they are labeled with the center value for the column or row; hence the first row/column from origin is labeled 0.25, second 0.75, etc. The grid cells are populated with the average aspect POD value for which the associated range is closest to the distance of the cell center from grid origin.  

The following process is followed to develop an AREPS prediction grid. The first step is to create a range grid.  This grid contains 440 rows and columns, each row and column increment represents 0.5 km in range from the origin (x=0, y=0) and they are labeled with the center value for the column.  Contents of cells not on the x=0,y=0 axes correspond to the range of the cell’s center from origin, this value is calculated using formula 
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.  Figure 11 provides an example range grid.  The range values displayed are rounded to one decimal place. The lower left cell range is rounded to 0.5 km vice 0.4 km, because AREPS (with a maximum range of 220 km) does not provide a POD for any ranges less than 0.5 km and having a value less than 0.5 will result in null data in follow-on calculations.
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Note: 
The left column and bottom row indicate range from the center of the 0.5-km wide grid cell to the origin on the x and y axis.

Figure 11.  Example Range Grid (ranges in kilometers)

Range grid cell values are used as lookup values to create an AREPS prediction grid.  Each cell’s range value is replaced by the POD whose associated range is the largest range that is less than or equal to the range grid cell value.  Figure 12 displays an AREPS prediction grid developed from Figure 11 and the average aspect POD values developed in column six of Table 6.  

The reader should inspect the 10.25 km column of Figure 12 and note that four cells have been given POD values of 0.05.  The radial ranges of corresponding cells in figure 2 are 10.3, 10.3, 10.3, and 10.4.  The largest range value in Table 6 that is less than or equal to these values is 10 km, which has an associated POD of 0.05.  Cells with radial ranges greater than or equal to 10.5 km in Figure 11 were assigned zero POD in Figure 12.
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Note: 
The left column and bottom row indicate range from the center of the 0.5-km wide grid cell to the origin on the x and y axis.

Figure 12.  Example AREPS Prediction Grid

With the AREPS prediction grid developed, the 881 by 881 AREPS sensor-centric grid can be created.  The cardinal (north, south, east, west) radial columns and rows are populated with average aspect PODs (Table 6).  Next the 440 by 440 AREPS prediction grid is placed in the top right quadrant of the 881 by 881 AREPS sensor-centric grid.  Figure 13 places a 4 by 4 grid in the top right quadrant of an 8 by 8 grid.  To fill in the other quadrants of the AREPS prediction grid, values are mirrored onto an adjacent quadrant, and then the half with predictions in it is mirrored onto the half without.  In Figure 14, the 4 by 4 grid in the top right quadrant has been mirrored onto the top left quadrant.  Then in Figure 15, the top right and left quadrants are mirrored into the bottom left and right quadrants. 
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Figure 13.  Example of AREPS Prediction Grid Placed in Right Top Quadrant of x‑y Plot
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Figure 14.  Example of AREPS Prediction Grid Mirrored to Adjacent Quadrant
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Figure 15.  Example of AREPS Predictions Mirrored Onto Half Without Values
Development of Sensor-centric POD Grid from TAWS

TAWS analyze-by-grid capability outputs text files that contain a geographic grid of sensor performance predictions.  The target is located in the center of the grid and each grid box contains the probability that either an IR or NVG sensor positioned at that geographic location in the grid will detect the target.

For CG IR and NV predictions, a standard grid of 121 by 121 was used.  CG users can select a grid size or use a default grid size of 500 meters.  Ideal grid size results in the output grids outermost columns and rows containing zero PODs while most other grid cells contain non-zero POD values.  (Note that if the user selects too small a grid size or the default grid size is deemed incorrect, a second TAWS run using a different size grid will be required).  Runtime considerations dictate that grid squares should be the maximum size possible while still achieving desired fidelity. 

Two text files are produced by TAWS as output when analyze by grid is executed.  If TAWS analysis is for an NVG sensor, results are provided for two lighting conditions: direct sun/moon light and no direct sun/moon light.  If TAWS analysis is for an IR sensor, results are provided for both narrow and wide fields of view (FOV).  Suffixes are added to the output files to distinguish results between NVG lighting conditions or IR FOV.  These text files are produced without regard to actual light condition or actual number of IR sensor FOVs, and it is therefore possible that one of the files produced by TAWS will contain only null values.

The text files produced by TAWS as output when analyze by grid is selected have a header followed by a grid.  The header provides information on the number of columns and rows, the location of the southwest corner of the grid in universal transverse mercator (UTM) coordinates, and the grid size in meters.  The grid follows the header and is divided into rows and columns.  Each row and column represents a distance from the southwest corner.  The intersection of each row and column within the grid contains a value.  This value represents the probability that the selected sensor, if located in the area represented by the row column intersection, would detect a target located in the center of the grid. Figure 16 contains an example of a TAWS text file output.   As Figure 16 illustrates, TAWS produces an array of POD numbers that is not perfectly circular.  This shape occurs because illumination from the sky impacts thermal and reflective target signatures.
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Figure 16.  Sample TAWS Analyze by Grid Output

The process to modify the TAWS output grid from target centric to sensor centric first requires that the center axes be identified.  Using the output text file header, the center axis can be found by dividing the numbers of rows and columns by 2 and subtracting the result from the initial number.  If the numbers of rows and/or columns are odd, this process will identify a column or row that represents the axes; however, if the rows and columns are even, the center axes will be a line dividing two columns or rows.  

Ideally, the grid will have an odd number of rows and columns.  However, this format may not always occur.  Figure 17 shows the POD grid of the sample TAWS output file presented in Figure 16.  In Figure 17, the center axes are row L and the dividing line between columns m and n.   If the grid has an even number of columns and/or rows, a column or row is created to represent the middle.  This missing column and/or row is developed by averaging the values in the two columns and/or rows that border the line representing a center axis.  
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Note:  The alphabetical column and row headings were added for clarity.

Figure 17.  Identification of TAWS POD Grid Center Axis with x‑y Coordinates

Figure 18 shows the results of this process on the grid presented in Figure 16.
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Figure 18.  Creation of Center Column

With columns and rows that correspond to the cardinal radials identified/created, the grid can now be converted from a target-centric grid to a sensor-centric grid.  To convert the grid, it is rotated 180 degrees.  The left column of Figure 18 contains the y values of each row within the column; likewise the top row of Figure 18 contains the x values of each column within the row.  Each grid cell can be represented by x-y values. For example, in the top right quadrant there is a POD of 42, this cell has an x-y value of 3,5.  To rotate the grid 180 degrees, the x and y values of the cell are multiplied by –1 (negative one), and the cell POD of the original cell is placed in the calculated cell. 

Figure 19 displays the TAWS output grid with the sensor located in the center.  To make the TAWS sensor-centric output grids have a similar look and feel as the AREPS sensor-centric output grid, the cell center column and row range values need to be identified.  The center range value of the column and rows located next to the center axes are equal to one half the grid size (grid size is provided in the TAWS output text file).  The center values of  succeeding column and rows cell centers are equal to the proceeding cell plus the grid size.  Using the above example, from the TAWS output file (Figure 16), the grid size is 1000 m; therefore, the range of the cells next to the axes is 500 m and the range of the following cell equals 500 + 1000 or 1500 m. Figure 19 includes the calculated range values for each column and row. 
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Figure 19.  TAWS Output Grid with the Sensor Located in the Center (ranges in kilometers)
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