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ABSTRACT

Meteorological needs of future U.S. Army systems, such as the Distributed Common Ground System (DCGS-A) and the Future Combat System (FCS), will emphasize very fine resolution ( ≤ 1 km grid spacing) tactical analysis and nowcasting. To meet these difficult spatial/temporal meteorological requirements, the U.S. Army Research Laboratory (ARL) is investigating a meso/micro scale data assimilation approach that could adhere to the computational constraints of a tactical Army system. The system will focus on domains and space/time resolutions on the order of cloud scale (and finer for specialized applications), and will take full advantage of local meteorological observations taken in or near the battlefield space. These observations will likely become more asynoptic in nature within FCS (such as observations taken from sensors on moving ground or airborne platforms). Although not really focused upon in this paper, use of such asynoptic data will require the system being able to adequately address specific assimilation/analysis issues: representativeness and scaling, observation and background error characteristics, and time/space averaging or data thinning. The approach being developed is related to the “hotstart” or diabatic initialization numerical weather prediction method, which has been researched and tested at a number of institutions (National Oceanic and Atmospheric Administration  Forecast Systems Laboratory, University of North Dakota, Center for Analysis and Prediction of Storms) in recent years.  

1.0) Introduction
In response to both current and future threats, the Army has initiated a transformational effort focused at modernizing into a lighter, agile, and lethal Objective Force (OF) for tactical superiority across the spectrum of potential future conflicts. The ground hardware centerpiece of the OF will be the Future Combat System (FCS),  which will consist of a myriad of manned and unmanned air and ground vehicles, sensors, and strike platforms connected through a common network. The goal of such a command, control, communications, computers, intelligence, surveillance, and reconnaissance (C4ISR) integrated network is to provide friendly forces the ability to see first, understand first, act first, and finish decisively at all war levels: strategic, operational, and tactical. An opportunity exists to use locally collected meteorological information to gain a tactical advantage. This paper will discuss an advanced ‘cloud” scale (~ 1 km grid spacing) Weather Running Estimate-Nowcast (WRE-N) approach being investigated by the ARL, for anticipated use in the future by tactical systems. 

2.0) Advanced WRE-N Description
A.)  Concept
The WRE-N will allow for rapid (30-60 minute) updating of the local battlefield three-dimensional atmospheric state, and is being designed to take advantage of the increasing density of meteorological sensor measurements anticipated in the FCS. For example, possible future observation sources such as unmanned aerial vehicles (UAV), towers, lightning flash data, and airborne downward-scanning mini lidar all could be utilized. A major goal is to provide fine resolution meteorological detail in both time and space, targeting 1 km horizontal grid spacing and an improved vertical resolution of the planetary boundary layer (PBL). 

Demonstrating success will allow Army weather-based tactical decision aides (TDAs), such as the ARL Unmanned Aerial System (UAS) weather TDA now under development, with access to unprecedented high quality/high resolution four-dimensional meteorological data.  It will also allow for the rapid “correction” of stale operational mesoscale forecast grids provided by previous runs of Air Force Weather Agency (AFWA) numerical weather prediction (NWP) modeling runs. 
Such an approach would likely involve performing the finer resolution grid tailoring at lower Army tactical echelons, where there would be faster access to local meteorological observations collected, and a reduced bandwidth load that would be required when compared to  centralized operational centers (such as the Air Force Operational Weather Squadrons) handling all of the localized refining, processing, and distribution of finer resolution environmental grids.  On the other hand, with ideal bandwidth and timely/robust communications, locally tailored WRE-Ns could be generated at such centralized forecasting hubs.

The WRE-N is a 2-component system, comprised of a module to provide an analysis (the WRE) and another to use the analysis as a basis for a very short range (3-6 h) prediction (the Nowcast). An early and simple version was recently developed by ARL, and delivered to the Army’s Integrated Meteorological System (IMETS) for application in a Windows environment. This simple WRE-N for IMETS (Henmi et al, 2005) is based on successive corrections analysis, and an extrapolation/interpolation methodology (using AFWA MM5 fields as background data) to produce predictions out to 3 h. The advanced WRE-N discussed in this paper is a dynamically coupled system, involving a complex analysis module, and a predictive component supplied by a NWP model for the 3-6 h forward prediction. The current thinking is to cycle on at least an hourly basis, and to output fields at least every 30 minutes during the modeling period.
B.) Components

The WRE or analysis component being investigated is the National Oceanic and Atmospheric Adminstration Forecast Systems Laboratory (NOAA FSL) Local Analysis and Prediction System (LAPS) (Albers et al, 1996 ), including recent enhancements developed and now undergoing testing at the University of North Dakota (UND). A good validation of LAPS is provided in Hiemstra et al (2005). The UND research specific to LAPS was recently presented at the 2005 Army High Performance Computing Research Center (AHPCRC) Annual Review, held at the University of Minnesota, in addition to publication in a recent AHPCRC Bulletin (Askelson et al., 2005a).  The Nowcast or predictive component of the system, which will be coupled to UND-LAPS, is the Advanced Research Weather (ARW) version of the WRF (Skamarock et al., 2005). The combined UND-LAPS and WRF ARW system is referred to as the Mesogamma/microalpha Analysis and Assimilation Package (MAAP).

The specific enhancements to LAPS that have been developed at UND are (1) improved vertical resolution in the PBL, (2) coupling to the new community NOAH land surface model (Ek et al., 2003), (3) development of a new linearized response filter analysis (Askelson et al. 2005 b,c), (4) a cross correlation/spectral decomposition technique to derive wind fields from tracking radar echo features, and (5) parallelization of the ensemble Kalman filter algorithm option (McGinley et al., 1998) for observation data quality control. Examples of some of these efforts are shown in Figures 1-3, which were supplied by UND. The improved PBL vertical resolution should be amenable to both coupling to NOAH, and to the ingestion of previously mentioned new boundary layer datasets, including better leveraging of high resolution atmospheric and land surface datasets available from instruments such as the Advanced Very High Resolution Radiometer (AVHRR)  or the Moderate Resolution Imaging Spectroradiometer (MODIS) onboard polar orbiting satellites (POES). The coupling to NOAH will improve the LAPS stability and cloud analyses in MAAP, and will also improve the subsequent WRF simulations (WRF also has an option to couple with NOAH) for the PBL. The parallelization effort with the Ensemble Kalman filter algorithm is of greatest importance for very large MAAP domains, which may contain voluminous observations (thus long algorithm computational times). Although the LAPS offers a simpler and more basic observation quality control option, the ensemble Kalman filter offers potential for great improvement.
             The use of diabatic initialization (also referred to as hot start) is advantageous in that no pre-assimilation period is required to spin up mesoscale and cloud features (Shaw et al., 2004). The initial conditions are in a balanced state, and provide the mesoscale fields such as vertical motion and the various microphysical species (Schultz and Albers, 2001). Thus, it is computationally faster than many nudging approaches that require at least a short assimilation period. The method used by LAPS is also useful in that it contains a three-dimensional variational (3DVAR) component (McGinley and Smart, 2001), which allows for the ingestion of cloud and precipitation datasets available from satellite and radar. Most nudging schemes can not ingest these data, unless they incorporate a 3DVAR component. In fairness, a continuous assimilation approach such as nudging (Liu et al., 2001 and  Stauffer et al., 1991) does offer some advantages to intermittent assimilation systems such as the MAAP discussed here. The main advantage is that continuous assimilation makes use of high temporal, asynoptic observations more effectively than intermittent methods (which usually require some form of observation averaging or binning). However, given all things, it is felt that the diabatically initialized MAAP offers advantages in terms of the WRE-N as envisioned for a system such as DCGS-A. 

C.) Configuration

             In terms of configuration, two different MAAP strategies for the DCGS-A WRE-N are being considered. The first domain consists of a single nest with 1 km grid spacing, covering a domain of roughly 150 km x 150 km (similar to a current Army Brigade). In this configuration, both components of the MAAP ( UND LAPS and WRF ARW) would be run (and coupled using diabatic initialization) for the same 150 km x 150 km domain and 1 km grid spacing, recycling each hour to produce new 0-3 h gridded meteorological fields. In terms of external boundary conditions, the operational 15 km AFWA WRF would be used. 

The second modeling set up is slightly different, and adopts a double nest approach (one-way versus two-way nesting still being determined). The outer WRF nest (which would also run UND-LAPS and diabatic initialization) would be at 4 km grid spacing, for a domain of at least 500 km x 500 km. The inner mesh would be initialized each cycle by interpolating from the 4 km mesh, to a finer 1 km grid spacing, and for a smaller domain of  about 100 km x 100 km or so. Computational requirements will limit the size of these domains, but for modeling integrity, they will be made as large as possible. In addition, fields provided by the external model used to provide outer boundary conditions for the 4 km mesh, will also be run through and output onto the UND-LAPS grid for consistency. This would also be done for the first MAAP configuration. 

In terms of computing, for the size of the Army tactical problem being posed and for resolving cloud scale meteorological features, a dual-to-quad processor high-end Pentium running Linux (or a comparable Unix Workstation) may be sufficient. In addition, the reduced scale of the Army problem makes the use of the ensemble Kalman Filter quality control algorithm in MAAP feasible, which should be of great benefit.   
3.0) Conclusion
An analysis, assimilation, and predictive modeling system, that is both physically-based and computationally manageable for tactical Army computing platforms of the near future, has been described. It is envisioned that the MAAP can be tailored in the next few years into a WRE-N system that can fully address the latest DCGS-A ORD requirements for meteorology. The MAAP-based WRE-N can also serve to provide input for driving specialized microscale and urban/forest canopy meteorological models, such as the microscale  ARL three-dimensional wind field model (3DWF), a diagnostic and mass- consistent model (Wang et al, 2005). This model also is developing parameterizations for building wake flow and vegetative canopy wind profiles, has been used with Doppler lidar velocity-azimuth display (VAD) winds to retrieve 3D microscale flow, has been coupled with a Lagrangian  particle model, and has adopted a Cartesian coordinate system and a multigrid numerical scheme for improving computational efficiency. 
By coupling MAAP to such a model, a computationally fast hierarchal system will exist for generating timely and accurate meteorological data scaling from the meso to micro scales. The MAAP output can also be run through a diagnostic postprocessing algorithm (Passner, 2003), to derive an extended meteorological parameter set for Army TDAs, such as the Integrated Weather Effects Decision Aid (IWEDA) (Sauter et al., 1999). 

In the next year, much of the focus of MAAP will be dedicated to verification against real observations, and to scaling the problem to Army-scale AOIs and evaluating computational requirements for prototyping. In addition, studying data degradation (such as using satellite and not radar) will begin to be investigated. The initial plan is to configure a double nest MAAP (4 km and 1 km) centered on the region around the Kennedy Space Center (KSC), Florida. The decision for this location has several reasons: (1) access to the rich surface and boundary layer mesoscale network around the KSC, (2) near where other similar cloud scale diabatic initialization systems have been routinely run (NOAA FSL and Center for Analysis and Prediction of Storms), (3) proximity to a land/water coastal interface and sea breeze triggered diurnal convective boundaries, and (4) the potential for tropical systems.  

The ARL will also work in collaboration with scientists at Network Computing Services to run a high resolution (2 km grid spacing) mixed –physics ensemble configuration of WRF AFW during the Terrain- Induced Rotor Experiment (T-REX)(Grubisic and Kuettner, 2005). The T-REX will be conducted during Mar-Apr 2006 in the extreme complex terrain Owens Valley region of California. The ensemble will consist of four members, with a mix of surface, PBL, and land surface model options (Fig. 4). The study will investigate the WRF diurnal surface and PBL simulation behavior in complex terrain, and leverage the extended high density observation  network and additional modeling efforts provided by the T-REX exercise.     

It must be mentioned that the MAAP also has potential beyond the DCGS-A within the Army and also in Homeland Defense. The MAAP could be further enhanced in the future by existing UND research in mixed-member NWP ensembling, and through collaboration by the UND with ensemble Kalman filter data assimilation research (Zupanski, 2005) ongoing at the DoD-funded Center of Geophysical and Atmospheric Research (CG/AR)  at Colorado State University, in addition to leveraging similar research being funded through the University Partnering for Operational Support (UPOS)  program (Fan et al., 2005).  Finally, ARL and UND researchers are also investigating the potential of hosting a 2D version of the linearized response filter on a Personal Digital Assistant (PDA) computing device.
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              Figure 1. Coherent input field (left panel)looks incoherent after analysis

              (middle panel) owing to impact of irregular data distribution to the response

              function. The linearized response filter improves the technique so that the 
               result is coherent (right panel)
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                   Figure 2. NOAH LSM embedded within the LAPS 

                   framework in MAAP, using LAPS analyses of 
                   temperature, winds, humidity, cloud cover (to 
                   calculate radiation), and precipitation as forcing. 
                   A ‘tiling’ feature instills the effects of sub-grid scale
                   land surface variations into the atmospheric analyses.
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                    Figure 3. Example Wind Retrievals using radar tracking cross 

                        correlation methodology.
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                 Figure 4. Examples of  surface wind forecasts produced by one
 member of the ARL/NCS WRF ensemble (2 km resolution) for

 the Owens Valley, CA. Simulations of drainage flow and daytime

 upslope flow are shown for May 17, 2005.

































